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57 ABSTRACT

The disclosure is directed to a system and method for storing
and processing check-node unit (CNU) messages utilizing
random access memory (RAM). A decoder includes a layered
array of CNUs configured to receive at least one variable-
node unit (VNU) message associated with decoded bits of at
least one data segment being operated upon by the decoder.
The decoder further includes a CNU message converter con-
figured to permutate at least one initial circulant of the VNU
message to generate a converted CNU message having sub-
circulants sized for RAM-based processing. The decoder fur-
ther includes RAM configured to store sub-circulants of the
converted CNU message at addressable memory blocks for
parallel VNU processing.

20 Claims, 6 Drawing Sheets
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1
SYSTEM AND METHOD FOR CHECK-NODE
UNIT MESSAGE PROCESSING

BACKGROUND

Storage systems often employ decoders, such as, but not
limited to LDPC decoders, to maintain data integrity by oper-
ating on codewords formed by one or more bits of at least one
data segment. Some decoders include one or more check node
units (CNUs) configured to receive variable node unit (VNU)
messages associated with decoded bits. The VNU message is
processed by the CNUs and converted into a CNU message
for further processing by one or more VNUs. The amount of
circuitry utilized is generally proportional to performance of
a CNU message processing circuit. In some embodiments, a
CNU message is stored in a plurality of flip-flop registers to
achieve high processing bandwidth. Large multiplexer and
de-multiplexer units are typically required to access the plu-
rality of flip-flop registers.

SUMMARY

An embodiment of the disclosure is a system for check-
node unit (CNU) message processing including a CNU mes-
sage converter and random access memory (RAM). The CNU
message converter is configured to receive at least one initial
circulant of at least one initial Variable Node Unit (VNU)
message. The CNU message converter is further configured
to permutate the at least one initial circulant to yield at least
one divisible circulant having a selected number of sub-cir-
culants ofthe initial VNU messages in CNU processing order.
The CNU message converter generates at least one converted
CNU message utilizing the divisible circulant. RAM is con-
figured to receive and store the at least one converted CNU
message for further processing.

It is to be understood that both the foregoing general
description and the following detailed description are not
necessarily restrictive of the disclosure. The accompanying
drawings, which are incorporated in and constitute a part of
the specification, illustrate embodiments of the disclosure.

BRIEF DESCRIPTION OF THE DRAWINGS

The embodiments of the disclosure may be better under-
stood by those skilled in the art by reference to the accompa-
nying figures in which:

FIG. 1 is a block diagram illustrating a decoder including a
system for check-node unit (CNU) message processing, in
accordance with an embodiment of the present invention.

FIG. 2 is a block diagram illustrating the system for CNU
message processing, in accordance with an embodiment of
the present invention.

FIG. 3 is a block diagram illustrating a parity check matrix
(H matrix) and at least one circulant of the H matrix, in
accordance with an embodiment of the present invention.

FIG. 4 is a flow diagram illustrating a method of CNU
message processing, in accordance with an embodiment of
the present invention.

FIG. 5 is a flow diagram illustrating a sample permutation
of'aninitial circulant to yield a divisible circulant, wherein the
initial circulant undergoes a row permutation followed by a
column permutation, in accordance with an embodiment of
the present invention;

FIG. 6 is a flow diagram illustrating a sample permutation
of'aninitial circulant to yield a divisible circulant, wherein the
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initial circulant undergoes a column permutation followed by
arow permutation, in accordance with an embodiment of the
present invention.

DETAILED DESCRIPTION

Reference will now be made in detail to the embodiments
disclosed, which are illustrated in the accompanying draw-
ings.

FIGS. 1 through 6 generally illustrate a system and method
for processing check-node unit (CNU) messages utilizing
random access memory (RAM). FIG. 1 illustrates an embodi-
ment of a decoder 100 configured for decoding one or more
bits of at least one data segment to maintain data integrity of
the data segment. In some embodiments, the decoder 100
includes, but is not limited to, a layered LDPC decoder. The
decoder 100 includes a CNU message processing system 200
configured for RAM-based CNU message processing. The
CNU message processing system 200 includes a CNU array
202 configured for receiving at least one variable node unit
(VNU) message. In some embodiments, the CNU array 202
includes a plurality of layered CNUs for improved system
throughput.

One or more RAM units 206 are configured to store mes-
sages received from the CNU array 202 for further process-
ing. RAM 206 includes addressable memory blocks allowing
for address-based access without need for complex multi-
plexers and de-multiplexers. As illustrated in FIG. 2, the CNU
message processing system 200 further includes a CNU mes-
sage converter 204 configured to modify an initial VNU mes-
sage to yield a converted CNU message that is computation-
ally improved for RAM-based processing. For example, FIG.
3 illustrates a parity check matrix (H matrix) 300 of a code-
word associated with the initial VNU message, wherein the H
matrix 300 includes at least one initial circulant 302 having an
initial circulant size. In some instances, the initial circulant
302 not sized for RAM-based processing. The CNU message
converter 204 is configured to permutate the initial circulant
302 to yield a divisible circulant including sub-circulants of
the initial VNU message in CNU processing order. The sub-
circulants are sized for RAM-based processing. RAM 206 is
configured to store the sub-circulants of the divisible circulant
of the converted CNU message for further processing by
VNUs in communication with RAM 206.

In an embodiment, the CNU message converter 204
includes electronic circuitry configured to permutate the ini-
tial circulant 302 of the initial CNU message in accordance
with a permutation algorithm, such as, but not limited to, a
row and column permutation algorithm described herein. In
another embodiment, the CNU message converter 204
includes any combination of hardware, software, or firmware,
such as a processor configured for executing program instruc-
tions from carrier media. In some embodiments atleast one of
the CNU array 202 or RAM 206 include at least a portion of
the CNU message converter 204 circuitry, hardware, soft-
ware, or firmware. In some embodiments, the CNU message
converter 204 further includes means for converting code-
words to hardware flexible formats described in U.S. patent
application Ser. No. 13/474,664, incorporated herein by ref-
erence.

The CNU message converter 204 operates on the initial
circulant 302 to perform a row permutation or a column
permutation to rearrange rows or columns of the initial cir-
culant in accordance with the following equation:

Permutation Index(f)=mod(7,s)* (p/s)+floor(i/s), for
i=0to p-1
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In the Permutation Index equation above, variable “p” is
associated with the circulant size of the initial circulant 302,
such that the initial circulant 302 includes a matrix with p
rows and p columns. Variable “i” is associated with the row or
column index of the initial circulant 302, such that the Per-
mutation Index (i) result corresponds to a new row or column
position after a permutation is performed for a row or column
with an initial index i. Variable “s” is a selected number of
sub-circulants in the divisible circulant generated by permu-
tation of the initial circulant 302, wherein the sub-circulants
of'the divisible circulant have sub-circulant size (p/s). Insome
embodiments, variable “s” of the permutation equation is
selected in response to the selected sub-circulant size (p/s).

In an embodiment, the CNU message converter 204 is
configured to perform a row permutation to rearrange rows of
the initial circulant 302 to yield an intermediate circulant. The
CNU message converter 204 is further configured to perform
a column permutation to rearrange columns of the interme-
diate circulant to yield the divisible circulant. In another
embodiment, the CNU message converter 204 is configured
to perform a column permutation on the initial circulant 302
to yield the intermediate circulant. The CNU message con-
verter 204 is further configured to perform a row permutation
on the intermediate circulant to yield the divisible circulant. It
is further contemplated that the CNU message converter 204
may be configured to execute any number of steps in any
order to rearrange elements of the initial circulant 302 to yield
a divisible circulant including sub-circulants having a
selected size for RAM-based processing. In some embodi-
ments, the CNU message converter 204 is further configured
to perform one or more steps of the methods that follow.

FIG. 4 illustrates an embodiment of a method 400 of con-
verting the initial VNU message into a converted CNU mes-
sage including a divisible circulant with sub-circulants sized
for RAM-based storage and processing. At step 402, an initial
VNU message is received by the CNU array 202. The VNU
message includes at least one initial circulant having size p
(i.e. pxp matrix). At step 404, the initial circulant is permu-
tated by the CNU message converter 204 to yield at least one
divisible circulant including a selected number of sub-circu-
lants of the initial VNU message in CNU processing order.
The sub-circulants have a selected size for processing and
storage utilizing RAM 206. At step 406, the CNU message
converter 204 forms a converted CNU message utilizing the
divisible circulant. The converted CNU message includes
sub-circulants of the initial VNU message with selected size
for RAM-based processing. At step 408, the converted CNU
message is stored in RAM 206 for further VNU processing. In
an embodiment, sub-circulants of the converted CNU mes-
sage are stored at addressable memory blocks within RAM
206 for retrieval utilizing RAM-addressing.

In an embodiment, step 404 of permutating at least one
initial circulant of the initial CNU message includes permu-
tating rows and columns of the initial circulant in accordance
with the previously described Permutation Index equation:

Permutation Index(f)=mod(7,s)* (p/s)+floor(i/s), for
=0 to p-1

FIG. 5 illustrates a sample permutation 500 of an initial
circulant 502 having an initial circulant size size (p=4).
Sample permutation 500 illustrates an embodiment of'a mul-
tiple step permutation including a row permutation of the
initial circulant 502 to yield an intermediate circulant 504 and
a column permutation of the intermediate circulant 504 to
yield a divisible circulant 506 including two sub-circulants
510A, 510B and two zero elements 508A, 508B.
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In the sample permutation 500 a row permutation is per-
formed on the initial circulant 502 in accordance with the
Permutation Index equation, such that destination indices for
the rows having initial indices (i=0 to 3) are determined as
follows:

Permutation Index(0)=mod(0,2)*(4/2)+
floor(0/2)=0%2+0=0;

Permutation Index(1)=mod(1,2)*(4/2)+
floor(1/2)=1*2+0=2;

Permutation Index(2)=mod(2,2)*(4/2)+
floor(2/2)=0%2+1=1;

and

Permutation Index(3)=mod(3,2)*(4/2)+
floor(3/2)=1*2+1=3.
The initial circulant 502 undergoes a first permutation, the
row permutation, where row 0 of the initial circulant 502
becomes row 0 of the intermediate circulant 504; row 1 ofthe
initial circulant 502 becomes row 2 of the intermediate cir-
culant 504; row 2 of'the initial circulant 502 becomes row 1 of
the intermediate circulant 504; and row 3 of the initial circu-
lant 502 becomes row 3 of the intermediate circulant 504.

Sample permutation 500 further illustrates a second per-
mutation, the column permutation, performed on the inter-
mediate circulant 504 in accordance with the Permutation
Index equation to yield the divisible circulant 506. Since the
column permutation is performed utilizing similar param-
eters, the destination indices for columns of the intermediate
circulant 504 mirror those determined for performing the row
permutation on the initial circulant 502. After the intermedi-
ate circulant 504 undergoes the column permutation, column
0 of the intermediate circulant 504 becomes column O of the
divisible circulant 506; column 1 of the intermediate circulant
504 becomes column 2 of the divisible circulant 506; column
2 of the intermediate circulant 504 becomes column 1 of the
divisible circulant 506; and column 3 of the intermediate
circulant 504 becomes column 3 of the divisible circulant
506.

As shown in FIG. 5, the divisible circulant 506 resulting
from permutation 500 of the initial circulant 502 includes the
selected number of (s=2) sub-circulants 510A and 510B hav-
ing a selected size (p/s=2). The divisible circulant further
includes zero elements 508A and 508B. The sub-circulants
510 are stored in RAM 206 for VNU processing. It is noted
herein that the foregoing example of sample permutation 500
is illustrates an embodiment of the disclosure and is not
intended to be limiting. It is contemplated that any system or
method of modifying an initial circulant to achieve a selected
circulant size for RAM-based processing is equally appli-
cable. Those skilled in the art will understand the modifiable
nature of the systems and methods disclosed herein. The
embodiment that follows further illustrates the modifiable
nature of the systems and methods described herein.

FIG. 6 illustrates another sample permutation 600 in accor-
dance with step 404 of method 400, wherein a column per-
mutation is performed on an initial circulant 602 to yield an
intermediate circulant 604. Further, a row permutation is
performed on the intermediate circulant 604 to yield the divis-
ible circulant 606 including a selected number (s=2) of sub-
circulants having a selected size (p/s=3). Permutation indices
are determined in accordance with the Permutation Index
equation, such that destination indices for the columns or
rows having initial indices (i=0 to 6) are determined as fol-
lows:
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Permutation Index(0)=mod(0,2)*(6/2)+
floor(0/2)=0*2+0=0;

Permutation Index(1)=mod(1,2)*(6/2)+
floor(1/2)=1*3+0=3;

Permutation Index(2)=mod(2,2)*(6/2)+
floor(2/2)=0*3+1=1;

Permutation Index(3)=mod(3,2)*(6/2)+
floor(3/2)=1*3+1=4;

Permutation Index(4)=mod(4,2)*(6/2)+
floor(4/2)=0*3+2=2;

and

Permutation Index(5)=mod(5,2)*(6/2)+
floor(5/2)=1*3+3=5.

In sample permutation 600 the initial circulant 602 under-
goes a first permutation, the column permutation, where col-
umn O of the initial circulant 602 becomes column O of the
intermediate circulant 604; column 1 of the initial circulant
602 becomes column 3 of the intermediate circulant 604;
column 2 of the initial circulant 602 becomes column 1 of the
intermediate circulant 604; column 3 of the initial circulant
602 becomes column 4 of the intermediate circulant 604;
column 4 of the initial circulant 602 becomes column 2 of the
intermediate circulant 604; and column 5 of the initial circu-
lant 602 becomes column 5 of the intermediate circulant 604.

The intermediate circulant 604 undergoes a second permu-
tation, the row permutation, where row 0 of the intermediate
circulant 604 becomes row 0 of the divisible circulant 606;
row 1 of the intermediate circulant 604 becomes row 3 of the
divisible circulant 606; row 2 of the intermediate circulant
604 becomes row 1 of the divisible circulant 606; row 3 of the
intermediate circulant 604 becomes row 4 of the divisible
circulant 606; row 4 of the intermediate circulant 604
becomes row 2 of the divisible circulant 606; and row 5 of the
intermediate circulant 604 becomes row 5 of the divisible
circulant 606.

The divisible circulant 606 resulting from sample permu-
tation 600 of the initial circulant 602 includes sub-circulants
610A and 610B and zero elements 608 A and 608B. Sample
permutations 500 and 600 demonstrate the modifiable nature
of the parameters, order, and number of steps in method 400.
Similarly, systems 100 and 200 are modifiable in accordance
with implementational requirements appreciable by those
skilled in the art.

It should be recognized that in some embodiments the
various steps described throughout the present disclosure
may be carried out by a single computing system or multiple
computing systems. A computing system may include, but is
not limited to, a personal computing system, mainframe com-
puting system, workstation, image computer, parallel proces-
sor, or any other device known in the art. In general, the term
“computing system” is broadly defined to encompass any
device having one or more processors, which execute instruc-
tions from a memory medium.

Program instructions implementing methods, such as those
manifested by embodiments described herein, may be trans-
mitted over or stored on carrier medium. The carrier medium
may be a transmission medium, such as, but not limited to, a
wire, cable, or wireless transmission link. The carrier medium
may also include a storage medium such as, but not limited to,
a read-only memory, a random access memory, a magnetic or
optical disk, or a magnetic tape.

Embodiments manifesting methods described herein may
include storing results in a storage medium. After the results
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have been stored, the results can be accessed in the storage
medium and used by any of the method or system embodi-
ments described herein, formatted for display to a user, used
by another software module, method, or system, etc. Further-
more, the results may be stored “permanently,” “semi-perma-
nently,” temporarily, or for some period of time. For example,
the storage medium may be random access memory (RAM),
and the results may not necessarily persist indefinitely in the
storage medium.

It is further contemplated that any embodiment of the dis-
closure manifested above as a system or method may include
at least a portion of any other embodiment described herein.
Those having skill in the art will appreciate that there are
various embodiments by which systems and methods
described herein can be effected, and that the implementation
will vary with the context in which an embodiment of the
disclosure deployed.

Furthermore, it is to be understood that the invention is
defined by the appended claims. Although embodiments of
this invention have been illustrated, it is apparent that various
modifications may be made by those skilled in the art without
departing from the scope and spirit of the foregoing disclo-
sure.

What is claimed is:
1. A system for check-node unit (CNU) message process-
ing, comprising:
a CNU message converter configured to:
receive at least one initial circulant of at least one initial
VNU message;
permutate the at least one initial circulant to yield at least
one divisible circulant having a selected number of
sub-circulants; and
generate at least one converted CNU message utilizing
the at least one divisible circulant; and
random access memory (RAM) configured for storing the
at least one converted CNU message.
2. The system of claim 1, wherein the CNU message con-
verter is further configured to:
determine permutation indices for permutating the at least
one initial circulant based on the selected number of
sub-circulants.
3. The system of claim 2, wherein the CNU message con-
verter is further configured to determine permutation indices
utilizing the following equation:

Permutation Index(f)=mod(7,s)* (p/s)+floor(i/s), for
i=0to p-1,
wherein
p=size of initial circulant, and
s=selected number of sub-circulants.
4. The system of claim 2, wherein the CNU message con-
verter is further configured to:
rearrange rows of the at least one initial circulant utilizing
the permutation indices to yield at least one intermediate
circulant; and
rearrange columns of the at least one intermediate circulant
utilizing the permutation indices to yield the at least one
divisible circulant.
5. The system of claim 2, wherein the CNU message con-
verter is further configured to:
rearrange columns of the at least one initial circulant uti-
lizing the permutation indices to yield at least one inter-
mediate circulant; and
rearrange rows of the at least one intermediate circulant
utilizing the permutation indices to yield the at least one
divisible circulant.
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6. The system of claim 1, wherein the selected number of
sub-circulants is based on a RAM characteristic.

7. The system of claim 1, wherein the at least one VNU
message includes at least one low density parity check
(LDPC) codeword.

8. A decoder, comprising:

a check-node unit (CNU) array configured for receiving

VNU messages;

a CNU message converter configured to:

receive at least one initial circulant of at least one initial
VNU message received by the CNU array;

permutate the at least one initial circulant to yield at least
one divisible circulant having a selected number of
sub-circulants; and

generate at least one converted CNU message utilizing
the at least one divisible circulant; and

random access memory (RAM) configured for storing the

at least one converted CNU message.

9. The decoder of claim 8, wherein the CNU message
converter is further configured to:

determine permutation indices for permutating the at least

one initial circulant based on the selected number of
sub-circulants.

10. The decoder of claim 9, wherein the CNU message
converter is further configured to determine permutation indi-
ces utilizing the following equation:

Permutation Index(f)=mod(7,s)* (p/s)+floor(i/s), for
=0 to p-1,
wherein

p=size of initial circulant, and

s=selected number of sub-circulants.

11. The decoder of claim 9, wherein the CNU message
converter is further configured to:

rearrange rows of the at least one initial circulant utilizing

the permutation indices to yield at least one intermediate
circulant; and

rearrange columns of the at least one intermediate circulant

utilizing the permutation indices to yield the at least one
divisible circulant.

12. The decoder of claim 9, wherein the CNU message
converter is further configured to:

rearrange columns of the at least one initial circulant uti-

lizing the permutation indices to yield at least one inter-
mediate circulant; and

rearrange rows of the at least one intermediate circulant

utilizing the permutation indices to yield the at least one
divisible circulant.
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13. The decoder of claim 8, wherein the selected number of
sub-circulants is based a RAM characteristic.
14. The decoder of claim 8, wherein the CNU array
includes a plurality of layered CNUs.
15. The decoder of claim 8, wherein the decoder comprises
a low density parity check (LDPC) decoder.
16. A method of check-node unit (CNU) message process-
ing, comprising:
receiving at least one initial circulant of at least one initial
VNU message;
permutating the at least one initial circulant to yield at least
one divisible circulant having a selected number of sub-
circulants;
generating at least one converted CNU message utilizing
the at least one divisible circulant; and
storing the at least one converted CNU message utilizing
random access memory (RAM).
17. The method of claim 16, wherein the method further
includes:
determining permutation indices for permutating the at
least one initial circulant based on the selected number
of sub-circulants.
18. The method of claim 16, wherein the permutation indi-
ces are determined utilizing the following equation:

Permutation Index(f)=mod(7,s)* (p/s)+floor(i/s), for
i=0to p-1,
wherein
p=size of initial circulant, and
s=selected number of sub-circulants.
19. The method of claim 16, wherein the method further
includes:
rearranging rows of the at least one initial circulant utiliz-
ing the permutation indices to yield at least one interme-
diate circulant; and
rearranging columns of the at least one intermediate circu-
lant utilizing the permutation indices to yield the at least
one divisible circulant.
20. The method of claim 16, wherein the method further
includes:
rearranging columns of the at least one initial circulant
utilizing the permutation indices to yield at least one
intermediate circulant; and
rearranging rows of the at least one intermediate circulant
utilizing the permutation indices to yield the at least one
divisible circulant.
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